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Ibex Proposal 

	Project Title
	

	Principal Investigator (PI)
	

	PI Signature
	By submitting this proposal, I approve the entire content of this document and associated supporting documents.

	Date of Proposal
	

	CRG, CCF, KACST, industrially and/or governmentally funding (award details with funds and duration)
	


	Core Hours Requested
	Ibex  CPU     : _____________

Ibex GPUs         : _____________

	Storage TB Requested
	Ibex            : _____________


Available System:

Ibex Cluster: 

Ibex cluster is composed of the compute nodes of various microarchitectures of CPUs and GPUs e.g. Intel Cascade Lake, Skylake, AMD Rome, NVIDIA RTX2080ti, V100, A100 etc. The allocatable resource include CPU cores or GPUs, CPU memory, local fast storage on a node and duration or wall time.


https://docs.hpc.kaust.edu.sa/systems/ibex/compute_node.html
Submission 

Please send a scanned copy of the completed Project Proposal to:

Projects@hpc.kaust.edu.sa
Terms and Conditions regarding Research Publications

Whenever the results of research conducted on the HPC systems at KAUST are published, or the research involved personnel from KAUST Supercomputing Laboratory (KSL), Principal Investigators (PIs) are required to acknowledge the usage of the HPC systems at KAUST and/or the involvement of KSL personnel in their research in their publications. For example, the following statement could be used: “For computer time, this research used the resources of the Supercomputing Laboratory at King Abdullah University of Science & Technology (KAUST) in Thuwal, Saudi Arabia.
Principal Investigator (PI):

	Name:

	

	Citizenship
	

	Email:
	

	Tel:
	

	Organisation:
	

	Department:
	

	Organisation Address:
	


Additional Investigators 

	1
	Name:
	

	
	Citizenship
	

	
	Email:
	

	
	Tel:
	

	
	Organisation:
	

	
	Org Address:
	

	2
	Name:
	

	
	Citizenship
	

	
	Email:
	

	
	Tel:
	

	
	Organisation:
	

	
	Org Address:
	


Project Description:
Please describe the activities proposed, including current state of art, research work proposed, expected milestones, and deliverables, as well as a summary description in the box below, and include the scientific field of the investigation as part of the description.

Note:  Citations of the scientific literature are encouraged in order to show where the proposed simulations stand with respect to the ‘state of the practice’ in terms of such factors as model generality, resolution, and advantages of simulation versus experiment and theory.

	


Scientific Impact:

Please detail the expected scientific impact of the proposed research.

	


In-Kingdom impact:

Please detail how will the proposed computational research impacts the Kingdom, and what specific benefits and contributions can it bring to the in-Kingdom’s aspirations and priorities in Research, Development and Innovation (RDI), in Health and Wellness; Sustainable Environment and Supply of Essential Needs; Energy and Industrial Leadership; and Economies of the Future.
	


List of Publications:

Please provide a list of publications that have appeared archivally or been accepted for journals, conference proceedings, posters, etc., resulting from KAUST HPC resources from any previous allocations granted.  If more convenient, append to this proposal an existing list of publications, with those attributed to past KAUST HPC allocations of PIs on this proposal marked.
	


Codes & Libraries:

· Please provide the following information for each code or library that will be used. 
· If needed, please include the same information for any other codes or libraries to be used in ‘Additional Information’ at the end of this proposal, or attached on a separate sheet.
	1
	Name of Code/Library:
	

	
	Ownership / Licensing:
	

	
	URL (for Open Source codes)
	

	
	Function:
	

	2
	Name of Code/Library:
	

	
	Ownership / Licensing:
	

	
	URL (for Open Source codes)
	

	
	Function:
	


Code Readiness:

· Please provide details of code performance and scalability achieved, and note any known issues that might impact production execution. 
· If possible, please provide a simple table/graph showing the required ‘wall time’ versus the number of cores used.

· If needed, please include the same information for any other codes or libraries to be used in ‘Additional Information’ at the end of this proposal, or attached on a separate sheet.
· If needed, please include the same information for any other codes or libraries to be used in ‘Additional Information’ at the end of this proposal, or attached on a separate sheet.
	1
	Name of Code/Library:
	

	
	Scalability on GPUs:
Share the performance of the code on multiple GPUs 
	

	
	Known Issues:
	

	2
	Name of Code/Library
	

	
	Performance CPU vs GPU

Demonstrate that GPU code is faster than CPUs
	

	
	Known Issues:
	


Resource Requirements:

	Compute Resource
	Requirement (core hours)
	Duration (in Days)

	Ibex CPU
	
	

	Ibex GPU
	
	


Resource Requirement Justification:

Please detail how the above requirements were calculated. 
	


Typical problem description:

Please describe typical problem size and duration e.g. typical job will use 2 Intel CPU nodes for 2 hours, 2 GPUs for 4 hours.
	


Notes: 

1. Jobs are jobs submitted to the systems via the SLURM Job Scheduler that are scheduled and run as soon as possible.  

2. The charging is allocated in ‘core-hours’, i.e. one core for one hour.

Storage Requirements:
	Storage Resource
	Requirement (TB)
	Duration (in Days)

	Ibex
	
	


Storage Request Justification( beyond 80TB) 
Please describe both short-term and long-term storage requirements, including requirements for the number of files and data volume. How long the data needs to be stored after the project is completed? Will it be moved out from Shaheen parallel filesytem for subsequent analysis in other systems?

	1. Please describe short-term (up to 1 year) storage requirements, including requirements for the number of files and data volume and corresponding justification. 

2. Please describe long-term (beyond 1 year) storage requirements, including requirements for the number of files and data volume and corresponding justification. 

3. How long the data needs to be stored after the project is completed?

4. Will it be moved out from Shaheen parallel filesytem for subsequent analysis in other systems?

5. Please provide your data management plan after completion of a given project.
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