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= raemesnere What can we achieve with a supercomputer?

https://www.youtube.com/watch?v=TGSRvV9u32M
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* Shaheen2 Usage

* Has supported 617 projects of 218 distinct Pls
* Has provided over 6.8 billion CPU core hours

* Has produced over 1000 publications, three world records and patents
» Several best papers awards at major HPC conferences

* Economic impact: Saving $S8.
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* Shaheen2 User
* 26 Organizations in the Kingdom
* Over 1400 Users

KAUST Ph.D. graduate wins best
paper award at prestigious
Euro-Par 2020

https://arab.news/22tph
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KAUST and Lean Business Services sign
collaboration to advance digital healthcare
in Saudi Arabia

https://www.hpcwire.com/off-the- https://www.kaust.edu.sa/en/news/kaust-
wire/supercomputing-bridges-saudi- agreement-advances-healthcare-data-services
arabia-from-coast-to-coast/

https://www.kaust.edu.sa/en/news/fore
casting-solar-radiation-in-the-kingdom




i aemenewe KAUST team finalist for the Gordon Bell Prize

N {0‘ " “.'0. . Geostatistics get a boost from Shaheen-2 and Fugaku
Paper coauthored by three KAUST Pls, David Keyes, "4&% ::ummwmmhm cmw..u...: Prediotion for Bxrome-
Marc Genton and Ying Sun, as well as the 2021 Turing  “.7 %435 ° Seate Srvirenmental Appliestions — used Shaheen-2 as wel a8 Pugau

Award laureate, Jack Dongarra, has been nominated for
the 2022 Gordon Bell Prize, a prestigious award for &

computational sciences.

Dallas, |hpc
TX|accelerates.

https://www.hpcwire.com/2022/09/07/inside-the-
gordon-bell-prize-finalist-projects/

The Shaheen-2 supercompuler.
“For our exploratory science runs, and to demonstrate the
acceptable accuracy of our algorithmic variations on Cholesky vrmminatin, Bvseuig apptostan xpecied coumacy waty o onkteprchion dum
. . . . . . Y O DRRCSON COMPLEITONS MG Ow-rank At approaveactons We e Ve
factorization and further manipulation of massive covariance ematos shuchre o oo domee covetance ek whoss e a5bon and tomort
. » aw mpestecdty reguared i Gavssan 0g-Seihood cptmzation. Gecatstatcs aupments fral-
matrices, we used Shaheen-2 at KAUST,” [...] Fugaku has 158,976 s ey srces L e o o e prrcera v
nodes, about 25 times more than Shaheen-2, and each node has SPmacios om esbocly s SompA Gung rachil iension 8 covorts and gobel
48 cores, 1.5 times more than a Shaheen-2 node. However, each e o
Fugaku node is equipped with only 32GB of memory, one-quarter o eyt by et i
- IR
as much as Shaheen-2’s 128GB per node, thus only one-sixth as R e AT e st

of Terrwssoe. Perhags notably. The team aiso ncludes Jack Dongarra, 0% of SC22's keynon

much per core, which required us to make software adaptations.” ke
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Others

Physics

Math &CS CFD/ Combustion

Bloscience

Atmospheric Science

Material Scence

Earth Science

% Usage in core hours

Material Science
Y

% of number of projects
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Who is next to join us?




Qo 75 | Core Labs and
SSE=27 ) Research Infrastructure

How | can get access on Shaheen?




e NEEP://hpc.kaust.edu.sa

§ hetps www. hpc kaust.edu.sa c

Documentation v Training

Shaheen N User Guide

Shaheen N Get Started Fiyer

Welcome to KAU  account asprcations ting Laboratory

HPC Saudi 2017
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* Getting an account on Shaheen is a three-step process:

1. Submit a Project Proposal: User must be associate with a project lead by faculty and
submit a new project or to be added on an existing project.

2. Apply for an Individual Access Application: This application will need to countersigned by
the Pl and send it with a scanned copy of the user organisation ID and passport.

3. OAA - Organisational Access Application (This application for non KAUST users)

* The applications can be found in our website at
https://www.hpc.kaust.edu.sa/account-applications

* Send all documents on via email projects@hpc.kaust.edu.sa or use the Contact Us
form to submit credentials or other private information.
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e TYPE@ O Project Allocation

* Development Project (Only for new code by KAUST faculty) : To test your code on
Shaheen (performance, check portability,....).

* Can be granted up to 2M core hours.
* Short project proposal, similar to an abstract

* Production Project: Production run after applications have been ported and
optimized.

* More details are needed
* No limit of core hours, as long it is justified and approved by RCAC.
* Only up to one year is granted by RCAC which can be renewed

* Extension: RCAC may grant extension of duration and compute core hours after
progress report( including publications, success stories...)
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KAUST Supercomputing Laboratory (KSL)
Production Project Proposal (PPP)

Project Title
Principal Investigator (P1)
P1 Signature
Date of Proposal
CRG, CCF, KACST, industrialy
andyor governmentally
funding (sward detalls with
| funds and duration)
O New  Dotewion Project D k__|
System DMI O toex O Neser
Core Howrs Requested | Shabeen I
ax
Neser
 Storage T Requested | Shahesn 1 N
Aveilable Syvers:

1 Shabeen ¥ Supercomputer . 36-cabinets Cray XCA0 system, compraing 6174 nodes,
each with 32 Haswedl cores and 12868 of memaory, for 2 10tal of 197 568 cores slorg
with 17.4 P8 of Luster storage with a data transte dwidth of 0.5 TR/s

2 ibex Custer:

& Heterogeneous chuster with a total of 842 nodes of Intel, AMD and GPUs
b Bt/ www hoc kaust edu sa/1bes/computing

5 Neser Ohuster:

& 19 nodes composed of two Skylake Intel Xeon(R) Gold 6138 CPU 2.0 Gz
WIth 40 physical cores and 1278 of local Sisk per sode (11 nodes with 192
GB of memory and 2 nodes are equipped with 768 G8 of memory).

b One node composed of 2 Inmel Xeon(R) Haswell 16 cores 2.3 GHz with 256
GB of RAM and 16 Nvidia K80 Tesla cards.

€ D liwren Dot saustady sa/neser
Submivion
Moase wend & scanned cogy of the completed Project Propossl 10:
Profecis@tec inaled

WM Pragort Praguasl PP Tomgiote WA ORI00 G rege |

KAV Corfutertiol (whas commpiotnd |

AT lorfomTa eter COmGenes

Definition:
*  Production Project - A rodcton Sropct TegUnes TNt ppicatons Sawe been
POed and tuned, and TNt Seritrmance Bseis TNty hive Sees comgieted.
Production Projects wil Se sllocated sgaficat computing securte.

Termm and Conditions regarding Reearch Mublications

W the results of conducted on the HPC systems 3t KAUST are published, or
™e research nvolved personne om KAUST Supercomputing Ladoratory (5L, Principal
Investigatons (Mis] are reguited 9 acknowiedpe the usage of the MPC systers 3t LAUST
and/or the of KSL per n ther - ther pSCIEons For exaTple.
e following statement could be wand “Tor computer trme, ™ resesrch wed e
resoures of the Supercomputing Labornory it King ADASUA Usiversty of Scence &
Technology (KAUST) in Thmal, Seud Acabia

Principal investigaor (P1):

W Pt Pragunsl 0 lamgiate A (8 - reem

AN il rw etes cemgmret
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e S ey -:;
o dogoor Project Description:
mmmmnmmwmunmmm Sclentific Impact:
o welas 0 I» the box below, ard inchude Plecse detzd the expected scemtfic mpact of the sroscoed research
the Ll de @3 port of the description.
m Chrovions of the Ve M e "
mmmmmummqmm
o model penersiy pl o o Detail your
sclentific
project Should
be similar to

long abstract. Ust of Publication:

Mecse pronde @ it of poblcations that bove oppecved SUbioliin o Seen sconpted for jousnch,
mmmmmmmrmmm.qm
P d. |f mare Vert, psend 00 IS Iros0sal 0% existing Mst of pelbicetiond, with

h hase coriduted 10 post KAUST NPC alacations of Pis oo this propasal merked

Project Background:

Pease descnbe the dachgrousd 10 thl sroject inclotng () what is the enisting wovk in NS arew, )
wASE is the novely of The propased project (VW) why is the proposed wark signficont (W) what is the
common methodalogy 85 teckle pmisr problemi (v) doer the proposed project foliow o In Preparation and Future Publications:

wendor/dfferene methodology, (n] whot ore the expected cutcomes of $his progect To the review ] aof the impoct of yowr compatotions,
plecae Mt @ poper or popers that you contermplote orliing from i research. Mease mention &
mmommwamduﬁmmmmmqmr Ay

wil rot be A Deyoad the commintee I any form and & understood Act to
mamqwmmmmmmwmqmw
directions of research,

Mecae remember that off popers benefiting from KL resources mast moke on cedeBation fo K51

I

O Prmimet_Pospasel M0 Tampnte ol 4_I0IAT 4ot Tl AL Praiert Pospasel PP Tamparn ol 4 100007 a0t Page 4y

MAVEY Cantdesta tuhan camanied) HAURY Cantdental lenen campnied)
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bty oo
ronduguoy? T
Scalabibty:
Codes & Libearies:
o Meese provide the folming infarmetion for coch code o ivory (Rt wi¥ Be wsed
* I needed, plecae inclade the some Infarmotion for ony odher codes or Bbvorkes 80 &¢ ured in m
AP0 information’ ot the end of I\ progesal o 04 # Seporate sheel F
3
L
Funiros:
2 ottty
L Sowrce
Code Readiness: o darias e
* Pleose provide detals af code pers sed , ond note ony kngwn
(aues thet mipht impact production exscution
*  f ponsidle, plrare provide o simple tobin/praph showing the reguired ‘woll Sime” werius the Rewsurce Requirementy
mamber of cores ased Compute Resowrce | Reavirement ftore hews) | Duration (s Says)
*  f seeded, pleoie include the 1ome Infarmotion for ony other codes or Bbvories 20 &¢ wred in Iml 1 l
Addional information’ at the end of tAl prop o o1 2 Jepor sheet.
o Resource Requirement justification:

i Plesse Gerod how T S0OVE Fequirements weve ok viated

I'm using XYZ software and | need to run it 500 different
parameters ( explain briefly the 500 parameters for example).
10 node x 32 cores x 24 hours x 500 simulations = 3.84M core

hours.

Typical problem description:
Plecee dencribe typical prodlem sloe ond daration ¢.§. (pecol job will wee 100 rodes for 2 howrs.
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* Project proposals reviewed monthly by RCAC
(Resource Computing Allocation Committee)

* Three-step process

* Computational Readiness  Review:
Performed by KSL. Justification for core
hour, portability, scalability, impact on
execution

* Scientific Review: Performed by scientific
peers in the discipline of the proposed
project

* RCAC final review and recommendation
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e @Uidance for proposals

Justify the resource requirements

Review your project with your Pl

Feel free to contact us before submitting it.

Projects Request send it to projects@hpc.kaust.edu.sa

Don’t forget to acknowledge KAUST Supercomputing in your future
publications.

* “For computer time, this research used the resources of the Supercomputing

Laboratory at King Abdullah University of Science & Technology (KAUST) in
Thuwal, Saudi Arabia. “
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TITLE

SUBTITLE

Lorem Ipsum is simply dummy text of the printing and
typesetting industry. Lorem Ipsum has been the industry's
standard dummy text ever since the 1500s, when an unknown
printer took a galley of type and scrambled it to make a type

specimen book. It has survived not only five centuries.



